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Abstract 

We report on a study of the angular distribution in the reaction j@ --* x=2 + 
J/$7 -+ e+e-7. Using a sample of 1904 events, we find that the contribution 

of h&city zero in the formation process is Bi < 0.22 (90% CL), and that 
the normalized quadrupole amplitude in the radiative decay is az = -0.14 f 

0.06. The normalized radiative decay octupole amplitude, as, is found to be 
consistent with zero. 
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I. INTRODUCTION 

In this paper we present the results of an angular distribution analysis for the process 

FP + x.1 ---) J/4 -r + e+e--i. (1) 
The angular distribution is sensitive to the features of the jjp annihilation process, the 
properties of the Zc bound state and the nature of its radiative decay. The data used in this 
analysis were collected in a high statistics study of charmonium states formed directly in pp 
annihilation at the Fermilab Antiproton Accumulator ring (experiment E760). 

Perturbative QCD predicts the h&city zero amplitude in the formation process to vanish, 
in the limit of massless quarks [l]. Small deviations from these predictions are expected 
because of non-zero quark masses and non-perturbative effects [2,3]. 

The angular distribution provides a unique opportunity to study quadrupole and octupole 
contributions in the radiative decay. The angular distribution is much more sensitive to the 
presence of higher multipoles than the decay rate. Comparison of measured and predicted 
values of the quadrupole contribution allows us to test theoretical predictions and to estimate 
the anomalous magnetic moment of the charmed quark [4,5]. Previous measurements of the 
quadrupole amplitude [6,7] gave contradictory results. The contribution of the octupole 
transition provides a test of the single quark radiation hypothesis [8]. 

II. ANGULAR DISTRIBUTION IN THE HELICITY FORMALISM 

The angular distribution of reaction (1) . IS a function of three angles 8, 8’ and #, which 
are defined as follows (see also Fig. 1) 

8: the polar angle of the J/4 with respect to the antiproton, in the center-of-mass system; 

9’: the polar angle of the positron in the J/4 rest frame with respect to the J/T/ direction 
in the center of mass system; 

g: the azimuthal angle of the positron in the J/ll, rest frame, where the X’ axis is in the 
plane containing the photon and the antiproton, and $’ = 0 for the antiproton. 

Our detector does not distinguish electrons from positrons. However, since charge conjuga- 
tion invariance requires the angular distribution to be symmetric under the transformation 
exchanging the two leptons (6” -+ x - 6”, 4 -+ K + I#J’), we can randomly select one of the 
charged tracks as a positron. 

Using the h&city formalism and the above definitions, the angular distribution for re- 
action (1) can be written az [9,10] 

W(6, u, 4’) = 

2 Ki(BI~(~~)-~(p)lrAl*(~)-x(,)l) ‘E;(o,@‘, 4’1, (2) 
i=l 

where the coefficients Ki depend upon the helicity amplitudes and the Ti’s are functions of 
the observed angles 6,0’,#. A full expression for the angular distribution is given in the 
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Appendix. The helicity amplitudes Blx(+~(~)l and A~A(*~-A(+ parametrize the dynamics 
of the formation and of the decay processes, respectively. The index X(p) - X(p) is equal 
to the projection of the x,? spin on the p direction, and X(4) - X(r) is the projection of 
the x,? spin on the J/q direction. The amplitudes A,, Al, AZ may be expressed as linear 
combinations of the multipole transition amplitudes al, IQ, as, which are related to the total 
angular momentum carried by the photon. Since x,? and J/ll, have opposite parity, the 
amplitudes al, a2 and as correspond to electric dipole (El), magnetic quadrupole (M2) and 
electric octupole (E3) transitions, respectively. 

The angular distribution is determined by three independent parameters, obtained from 
the helicity amplitudes by imposing the two normalization conditions 

I?,’ + 2B; = 1 

A;+A;+A;~a;+a;+a;=l. (3) 

Conventionally Bi, azr as are chosen as the three independent parameters to be determined, 
aI is taken to be positive, and B,2 denotes ]&I*. 

III. EXPERIMENTAL LAYOUT 

A. The E-760 target and antiproton beam 

The experiment is located in a straight section of the Fermilab Antiproton Source com- 
plex [ll]. Stochastically cooled antiprotons stored in the Accumulator continuously collide 
with the internal molecular hydrogen jet target [12]. Peak luminosities of 8 x 1030crr-2s-1 
are achieved with a beam of 3.5 x 101’ antiprotons. The r.m.s. momentum spread of the 
beam at the xc2 is u(p)/p N 2 x 10m4, which leads to a center-of-mass energy spread of 
N 270 keV. A detailed description of the experimental technique and the antiproton beam 
can be found in Ref. [13]. 

The data used in this analysis were collected with the antiproton beam energy tuned to 
the xc1 formation energy, and correspond to the total integrated luminosity of 2.6 pb-‘. 

B. The detector 

The detector (Fig. 2) is a non-magnetic spectrometer with cylindrical symmetry about 
the beam axis. It is optimized for detection of electromagnetic final states while rejecting a 
very high hadronic background. The central barrel has full azimuthal acceptance and polar 
acceptance from 12” to 70”, and the forward end-cap extends polar acceptance to 2”. The 
detector has been fully described in previous publications [13,14], and is discussed briefly 
here. 

The central detector is built in coaxial cylindrical layers. Two sets of scintillator ho- 
doscopes Hl and H2, with 8.fold and 32-fold azimuthal segmentation respectively, are used 
for charged particle detection. Tracking is provided by several layers of wire chambers 
[15-171, with combined r.m.s. resolution of u(0l.b) = 4mrad and u(&,b) = 7mrad. A 
threshold cerenkov counter [18], with &fold azimuthal and 2-fold polar segmentation, is used 
for electron identification and defines the acceptance at the trigger level 15” 5 81ab 5 65”. 
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The outermost component of the central detector is an electromagnetic Central Calorimeter 
(CCAL) 1191, which provides energy and direction measurements for electrons and pho- 

tons, with r.m.s. resolutions of u(E)/E N 6%/,/m + 1.4%, ‘T(&,) = 7mrad and 
c(&b) = llmrad. The calorimeter is built of 1280 lead-g1 ass blocks pointing to the inter- 
action region, and has a 20 fold polar and 64 fold azimuthal segmentation. For triggering 
purposes the signals from groups of 9 lead glass counters are summed together to form 160 
analog signals. These signals are summed again to provide a coarse Blab - &s grid of 40 
analog signals for the low level trigger. The 160 signals from the first sums are discriminated 
and read-out with a set of pattern units with a gate of 30 ns (to be compared to the 150 
ns ADC gate) to tag on-time showers. Showers that are not on-time are due to pulse tails 
from earlier events or (to a lesser extent) from later events. 

The forward end-cap is instrumented with an 8-element scintillator hodoscope, followed 
by four planes of straw tubes and a Forward Calorimeter (FCAL) [20] made up of 144 lead- 
scintillator sandwich towers that are individually read out through wavelength shifter bars. 

The FCAL has r.m.s. energy resolution CT(E)/E Y 19%/JEo, and position resolution 
n(z) z u(y) N 3n, where z, y are Cartesian coordinates in a plane perpendicular to 
the beam direction. Timing information for FCAL energy deposits is provided by a TDC 
readout of summed signals coming from 6 groups of 24 FCAL modules. 

Luminosity is measured by a solid state detector [21], which counts recoil protons scat- 
tered elastically at Blob N 86.5”. 

IV. TRIGGER AND EVENT SELECTION 

A. Trigger requirements 

At the fast trigger level the logic is designed to select, with loose constraints, high mass 
objects decaying to e + e -. The essential elements entering the trigger are: logic signals from 
the Cerenkov cells, the scintillator hodoscopes (Hl and H2), and the matrix of 5 (f&s) x 

8 (&,) analog sums from the lead glass counters [22]. The analog sums from the central 
calorimeter coarsely define the positions and energies of electromagnetic showers. 

The primary trigger requires that a Cerenkov signal be associated with each of two 
charged tracks originating from the interaction region, as defined by an appropriate coin- 
cidence between elements of the HI and H2 hodoscopes. Independently we require two 
showers in the central calorimeter separated by more than 90” in azimuth and with energies 
above thresholds which depend on the polar angle. The number of accompanying charged 
particles is only limited by the requirement of 5 4 hits in each of the two hodoscopes. 

Two additional triggers are implemented to reduce the effects of a localized inefficiency 
introduced by the septum dividing the polar segments of the Cerenkov counter. This inef- 
ficiency affects the identification of electrons in the 0 tat, region between 33 and 39 degrees. 
The first auxiliary trigger (Al) requires that one of the two charged tracks be tagged as 
an electron by the Cerenkov, while in the second auxiliary trigger (A2) the Cerenkov re- 
quirement is removed altogether. In both cases, to keep the rate to a reasonable level, only 
events with charged particle multiplicity of 2 (defined by the number of Hl and H2 hits) are 
accepted, and a coplanarity constraint requiring the two H2 hits to be separated by 16 k 1 
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hodoscope elements is also added. In a background free sample of x,s events, N 86% of the 
events are selected by the primary trigger, while N 13% and N 1% are recovered by the 
auxiliary triggers Al and A2 respectively. 

B. Software event selection 

Events in which both the e+ and the e- have 15” < 6’1,s < 60” are accepted, thus avoiding 
inefficiencies introduced by the detector edges. The event selection is done using only the 
central calorimeter, since it has a uniform response for electrons in that interval, and its 
spatial resolution is comparable for electrons to that of the tracking detectors [19]. The 
CCAL provides the position and energy measurements, while the scintillator hodoscopes 
and the Cerenkov are used only at trigger level. The calorimeters can detect photons in the 
range 2” 5 Blob 5 70”. However, because of interactions of forward photons in material in 
front of the FCAL, and because of the discontinuity between the two calorimeters, we do 
not require the photon for event selection. 

The software event selection is based on a kinematic fit and on the number of on-time 
showers. The energies and positions of showering particles are determined by analyzing the 
energy deposits in a 3 x 3 grid of calorimeter modules surrounding the hits. A 2C fit to 
the reaction (1) is performed using only the measured energies and directions of the two 
electrons. (Energy and momentum conservation and the J/$J mass provide 5 constraints; if 
the measured energy and direction of the photon are not used in the fit, the effective number 
of constraints is 5 - 3 = 2.) 

The very low background level allows us to set a low threshold on the kinematic fit 
probability (CL> 0.001) thus reducing any systematic effects from imperfect knowledge of 
the calorimeter resolution. The final results of the analysis presented here are insensitive to 
the precise value of the kinematic fit probability threshold. If the position of the photon is 
calculated to be outside the acceptance of the calorimeters, we demand that the event contain 
exactly 2 on-time showers. We otherwise require no more than 3 on-time showers. This cut 
does not introduce a systematic effect since the extra showers produce an uncorrelated source 
of inefficiency. 

In order to avoid angular bias caused by the charged track coplanarity requirement for the 
auxiliary triggers, we impose the coplanarity cut on all the events including those from the 
primary trigger. All acceptance cuts are taken into account when performing the maximum 
likelihood fits. 

Finally, we make two cuts in order to exclude the regions where our determination of 0, 
0’ and fl is poor, and to further reduce the background. The first cut requires that 01~s of the 
photon be < 65”, removing the majority of the events for which the photon is not detected 
and consequently the resolution in 8’ is poor. The second cut is made on the angle between 
the electron and the photon. By requiring 1 cos 8’1 < 0.95 we are able to remove events where 
the CCAL showers for the electron and the photon overlap. This cut also removes most of 
the remaining background as determined from a study of off resonance data. 

For events in which the photon is detected, a 5C fit to the reaction (1) is performed using 
all three final state particles in order to improve the accuracy of determination of B, 0’ and &. 
The r.m.s. resolutions for the 5C (2C) fit are u(cos0) N 0.01 (0.05), u(cos8’) = 0.01 (0.08), 
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and ~(4’) N 0.03 (0.11) mdians. More details on the event selection and data analysis can 
be found in Ref. [23]. 

The final xs2 sample contains 1904 events. The non-resonant background is estimated 
by applying the same selection criteria to the event sample collected away from the xzz 
resonance, and is found to be 20f3 events, normalized to the same integrated luminosity. 
Since the event selection is based mainly on the e+e- pair, we examine the possibility of a 
resonant background coming from hadronic transitions of x,? to J/$J. This is found to be 
negligible. 

V. ANALYSIS OF THE ANGULAR DISTRIBUTION 

A. The maximum likelihood method 

The maximum likelihood method is used to find the most probable values of the angular 
distribution parameters B,Z, es and es. The likelihood function is defined as 

iv.“.“,, 
~:(G,%4 = n P;(B,Z,a,,as;fij), 

j=1 

where Rj stands for (cos Sj, cos 8:, 4:). The probability d ensity Pj at Rj is a function of the 
parameters, and is given by 

Here W is the theoretical distribution function (Eq. (2)), cl(n) is a product of geometric 
acceptance and trigger efficiency, and the integral in the denominator is performed over the 
entire space. The most likely values of the angular distribution parameters B,2, a2 and as 
are found by maximizing the likelihood function L. 

The difficulty of performing a 3-dimensional integral for each point in the (B~,us,es) 
space in order to maximize the likelihood function can be overcome if we recall that W can 
be factorized into angle-dependent and amplitude-dependent terms (see Eq. (2)). Using this 
property, the denominator of Eq. (5) can be written as 

J W(B,j,a~,a~;C2)a(Sl)dil = ~K,(B&a,,a3)F’;, 
i=, 

where the constants Fi = J T;(n) o(n) dR are independent of the angular distribution pa- 
rameters, and can be calculated for any acceptance and efficiency configuration using a 
Monte Carlo integration method. 

The fitting procedure was tested on Monte Carlo simulated data. Events were generated 
according to the theoretical distribution function and then selected using the same cuts as 
for the data. The results of the maximum likelihood fit on these events agreed within errors 
with the values assumed in the event generator. 
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B. Correction for trigger in&lciency 

Event detection and reconstruction efficiency is uniform over the fiducial volume; the only 
potential source of angular bias is trigger inefficiency. The trigger was a logical OR of the 
primary trigger and two auxiliary triggers, described in section IV A. The goal of combining 
the triggers was to minimize trigger inefficiency in the region of the &renkov partition. 
However, since the auxiliary triggers had lower efficiency than the primary trigger due to 
additional requirements on charged particle multiplicity and coplanarity, the combined event 
sample still suffered from a residual inefficiency in the Cerenkov partition region. 

The angular bias due to the coplanarity requirement is removed by imposing this require- 
ment on alI events, and accounting for this cut in the definition of geometric acceptance in 
the likelihood function. This results in a reduction of the total event sample by only 8%. 
The requirement for multiplicity in the hodoscopes HI and H2 is the remaining source of 
inefficiency. The extra hits in the hodoscopes have three sources: 6 rays due to interaction 
of the beam with the target, conversion of the photon in the beam pipe or in the inner 
tracking detectors, and 6 rays due to the interaction of electrons in the tracking detectors. 

Two alternative methods are used to correct the data for this inefficiency. In the first 
method, efficiency of the combined trigger as a function of &,,b is obtained from a study of 
events 

pp -+ Jill, -+ e+e-, (7) 

taking into account different kinematics in reactions (1) and (7). This efficiency is then used 
to get the acceptancexefficiency function a(n) which appears in Eq. (5). 

In the second method the relative efficiency of the auxiliary triggers is obtained by 
studying a sample of events from reaction (1). Th e efficiency c, equal to the fraction of 
events from primary trigger which also satisfy the hodoscope multiplicity requirement, is 
found to be 6 = (73f l)%, and does not depend significantly on event topology. Events from 
auxiliary triggers are assigned higher weight in the likelihood function, which is redefined 
as [24] 

L’(B,2,Q,U3) = JJ Pj(B~,U*jU3;Rj)w’. (8) 
j=l 

For events coming from primary trigger Wj = 1, and for those from auxiliary triggers 
w = l/~; the function c~(fi) of Eq. (5) accounts only for geometric acceptance in this case. 
This method of treating events with weights can lead to underestimate of statistical errors; 
however, in our case the effect was found to be negligible. 

The two methods give compatible results, which confirms our understanding of trigger 
inefficiency. It should be noted that the size of the trigger inefficiency correction to the 
values of the angular distribution parameters is small in comparison with statistical errors. 

VI. RESULTS 

The results of the likelihood fits are shown in Table I. The statistical errors are de- 
termined from the contour on which the likelihood function has decreased by the factor 
exp (-i), corresponding to one standard deviation. 
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Since the octupole amplitude a3 is expected to be very small, in the first fit as is assumed 
to be equal to zero. In the second fit all three parameters are allowed to vary. The octupole 
amplitude a3 is found to be consistent with zero, and the values of az and i?,2 do not change 
when a3 is allowed to vary. 

The contour plots of the likelihood function in the a*-Bl plane with as fixed at zero, and 
in the a2-a3 plane with B,’ = 0.05, are shown in Fig. 3. The maximum is well defined in 
both projections. 

The results for B,’ can also be interpreted in terms of upper limits. Taking into account 
the fact that B,2 must be non-negative, the corresponding upper limit (90% CL) values are 
0.22 for fit 1 and 0.26 for fit 2. 

Since the value of the likelihood function does not provide a measure of the goodness of 
fit, we estimate it using the Pearson’s x2 test. The data is divided into 5 x 5 x 5 = 125 bins 
in cos 0, cos 8’ and #, and the x2 is calculated using 

xz = E (e,r~d7ed)' , 

i=l 

where @ is the observed number of events in the i-th bin and np’“” is the number of 
events predicted by a Monte Carlo assuming the values of a2, as and Bi obtained from the 
likelihood fit. The x2 probabilities of the first and the second fits are found to be 0.18 and 
0.16 respectively. The bins with no entries are excluded from the calculation of x2, and in 
the remaining 111 bins there are only 7 bins with a smalI number of entries (< 5). 

Fig. 4 shows comparison of the data with the best fit on one-dimensional plots in cos 0, 
cos0’ and #. The uncorrected data are shown by the shaded histograms. Points with 
error bars represent the data corrected for acceptance and trigger efficiency, which can be 
compared directly to the theoretical distribution function. The solid line shows the function 
W(B,0’, I$‘) with parameters az, a3 and B,” set to the values obtained from the fits. 

Our measurement significantly improves the experimental knowledge of the angular dis- 
tribution parameters. The result for B,’ of O.O5f~$ is strong evidence that the contribution 
of helicity zero in the formation process is small. In the case of az and a3, we reduce the 
statistical errors by approximately a factor of 5 compared to the previous measurements 
made by the Crystal Ball [6] and R704 [7] co a lI b orations. Our result for az of -0.14f0.06 is 
in clear disagreement with the value of 0.46f~:~~ obtained by R704; the Crystal Bali result 
of -0.33fz:$i has the same sign as ours but is greater in magnitude. 

VII. COMPARISON WITH THEORETICAL PREDICTIONS 

A. pp + xc2 formation helicity 

H&city conservation in massless perturbative QCD [l] forbids h&city zero in the forma- 
tion process. However, the basic assumption that the proton consists of massless, collinear 
quarks is not a good approximation in our case, since the proton mass is of the same order 
as the x,2 mass. Examples of violations of the QCD h&city selection rule in charmonium 
are the observations of qc + pp [25] and pp -+ ‘PI [26] and a non-zero value of Bi in the 
decay J/$J + pp [27]. 
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The non-zero quark mass can be simply taken into account using the effective lagrangian 
approach [2], which predicts Bi/L?f = ?$n~/m~ or Bt = 0.16. Another prediction comes 
from a QCD based calculation, which uses the quark-diquark model of the proton [3]. It 
predicts Bi = 0.16 in the scalar diquark limit, and approximately 0.08 in the vector diquark 
limit. The same model has been used to predict the ratio between the partial widths 

r(x,, ---) PP) and Ux, + j~p), and the experimental result is consistent with a scalar 
diquark dominance. 

Our result for B,Z is compatible with all the above predictions. Within statistical er- 
rors, we are not able to distinguish between the massless QCD predictions and the models 
incorporating non-zero quark mass. 

B. Multipolarity of the radiative decay xc1 + J/li,r 

The higher multipoles arise naturally in the relativistic description of the interaction 
between the electromagnetic field and the quarkonium system [28]. The contributions of 
higher multipoles to the radiative decay rates of charmonium are relatively small, of the 
order of E:/m: for the quadrupole amplitude (where E, is the photon energy and m, is the 
charmed quark mass). In addition, theoretical predictions for the decay rates have signifi- 
cant uncertainties due to potential dependence, relativistic corrections and coupled channel 
effects. On the other hand, the contribution of higher multipoles to angular distributions in 
radiative decays appears to first order in ET/m,. 

The quadrupole amplitude az has been calculated in Ref. [4,5] and to the first order in 
E,./m, (or u’/c’) it is independent of the potential. The amplitude is proportional to the 
magnetic moment of the charmed quark, and can be written as1 

3 E’(1 + n,). a’ = -z 4m, 

The anomalous magnetic moment n, measures the deviation of the magnetic moment from 
that of a free Dirac particle. Higher order relativistic corrections to Eq. (10) are potential- 
dependent, and have not been fully calculated. The relative size of these corrections is of the 
order v”/c’ N 15%. A part of these corrections, due to relativistic and retardation effects on 
the El amplitude, can be calculated using the results of Ref. [4] and is approximately 5%. 

Since )(c is expected to be small [4], we first compare our result to the prediction assuming 
n, = 0 and m, = 1.5 GeV. Our result is in agreement with the predicted value of az = -0.10. 
Alternatively, we can treat our result as a measurement of ncr obtaining 

n, = 0.46 f 0.62 f 0.37, (11) 

where the first error is statistical and the second is due to the uncertainty of m, (&to.3 GeV) 
and the theoretical uncertainties in computing a*. 

Several other quantities related to charmonium depend on the anomalous magnetic mo- 
ment n,. In the non-relativistic limit the rate of Ml transition J/T) + ~~7 is proportional to 

‘We have corrected a misprint in Eq.41 of Ref. [4]. 
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the square of the magnetic moment of the charmed quark [29]. However, relativistic effects 
are important in Ml transitions, so one should use relativistic calculations to extract the 
value of n,. Comparing the prediction for the J/4 + 71~7 width [30] (assuming a scalar 
confining potential) with the experimental value [25] one obtains n, = -0.01 f 0.10, with 
the error due to experimental uncertainty only. An analogous comparison for the rate of the 
hindered decay 4,’ + r~~:r implies a value of n, N -1 in the formalism of Ref. [30]; however, 
this rate is very model-dependent and other effects such as coupled channels [31] OI sensi- 
tivity to the potential [32] can explain it without the need of a large anomalous magnetic 
moment. The El transition rates, $J’ + x,,~ and xcJ + J/lc, 7, also receive corrections due 
to the anomalous magnetic moment [28,30]. Th ese corrections are of the order of only a few 
percent and it is impossible to extract the value of n, with reasonable accuracy. 

It is interesting to consider the ratio of the quadrupole amplitudes in radiative decays 

of x.2 and x,,. The theoretical uncertainties due to quark mass and anomalous magnetic 
moment cancel out in the ratio (to the first order in E-,/m,), and the predicted value is 

akd/ak) = zE,(xeI) ’ %@& [4]. Using this ratio and our value of az(xcz), we predict that 

a&,,) = -0.09 + 0.04, which is 2.3 standard deviations away from the value of O.OOj$:~: 
measured by the Crystal Ball collaboration [6]. 

The octupole amplitude a3 is predicted to vanish by the single quark radiation hypoth- 
esis [8]. If the photon is emitted by a single quark, the vanishing of the octupole amplitude 
is a consequence of angular momentum conservation, provided that J/$ is in a pure S-wave 
state. Even if there is an admixture of D-wave in the J/$J, d eviation from as = 0 is expected 
to be negligibly small [4,30]. Our result is consistent with the prediction of the single quark 
radiation hypothesis. 
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APPENDIX: FULL EXPRESSION FOR THE ANGULAR DISTRIBUTION 

The angular distribution for the reaction jip + x,> --t J/$7 + e+e-r can be written 
as follows 

w(e, 81, $0 = 

2 K(%++)i, 4q+)-~(7)11 Z(e, e’, 4’). 
i=l 

(AlI 

The he&city amplitudes B,, B,, and Ao, Al, A2 parametrize the dynamics of the formation 
and decay processes, respectively; the angles 8, 6” and I$’ are defined in Sec. II, and the 
coefficients K; and the functions Ti are given below. 
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The amplitudes Ao, AI, Az can be expressed in terms of the multipole transition ampli- 
tudes al, a2, a3 [33] 

Ao=&a,+&+&% 

A,=/$,+&+& 

a,=@&&~+& 

(A21 

The following normalization conditions are imposed on the helicity amplitudes 

B;+2B: = 1 

A;+Af+A;~a:+a;+a;=l. (A3) 

Table II gives full expressions for the coefficients K; and the functions I: that appear in 
Eq. (Al); they were taken from Ref. [9]. The constant R is defined as 

RE W 
B; + 2B; 

= 2B:. (A4) 
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FIGURES 

FIG. 1. Definition of the angles: 6 in the xc2 rest frame, and 8’, 4’ in the J/psi rest frame. 
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FIG. 2. E-760 equipment layout. 
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FIG. 3. Likelihood contours (a) in the Q-B: plane, with a3 = 0, and (b) in the Q-Q plane, 

with Bz = 0.05. The maximum is indicated by a star, and the contour lines correspond to 1,2,3... 

standard deviations. 
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gular distribution function. The solid line shows the function W(@,@',I#I') with a~ = -0.14 and 
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TABLES 

fit 1 

fit 2 

TABLE I. Results of the likelihood fits. 

a2 a3 

-0.14yz 0.00 (tied) 

-0.147$$ o.oo+“.06 -0.05 

Bi 

o.o5+O.” -0.12 

0.05’;:;; 

TABLE II. Coefficients Ki and functions Ti of Eq. (Al). 

i qe, 8’, 4’) 

1 1 
2 cos2 e 

3 co? e 
4 cos= 8’ 
5 cos= B’ co2 e 
6 cos2 et cos* e 
7 sin’ 8’ cos 2qS 

8 cosz 13 sid e’ eos 24’ 
9 ~0s~ e sin’ 8' cos 2@ 

10 sin 28 sin 28’ cos 4’ 

11 COST e sin 28 sin 28' cos g 

KdR, -40, -41, AZ) 
;(2A; t 3A; - R(2A; - 4A; + A;)) 
;(-2A; t 4A: - A; t R(4A; - 6A; + A;)) 
;(6~; - 8A: + A;)(3 - 5R) 
i(2A; t 3A; - R(2A; + 4Af + A;)) 
$(-2A; -4A; - A; + R(4A; + 6A: + A;)) 
:(6~: t 8A: t A;)(3 - 5R) 
q(R - 1)AoA2 
q(4 - 6R)AoAz 
$(5R - 3)AoAz 

-$%A t &P& - R(2AoA, t fiA,Az)) 

-&(5R - 3)(3&A t &b-b) 


